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1. 순전파와 역전파의 차이점을 설명하시오.

- 순전파는 입력값이 입력층에서 시작해 은닉층을 거쳐 출력층에 도달한다. 각 층을 통과할 때 마다 가중치와 편향을 적용해 계산이 이루어 지고 최정적인 예측값이 만들어진다. 하지만 역전파는 모델이 예측한 값과 실제 정답 사이의 오차를 계산하고 이 오차를 가중치와 편향을 조정하는 데 사용합니다. 오차가 클수록 빠르게 학습합니다.

2. CNN과 RNN의 차이점을 설명하시오.

- CNN은 이미지의 작은 부분을 분석하여 중요한 특징을 추출하고 그 특징을 종합하여 최종적인 결론을 내린다. 하지만 RNN은 순환 구조로써 이전 데이터를 기억하며 시간에 흐름에 따라 데이터의 관계를 학습한다. 따라서, CNN은 이미지 분류, 얼굴 인식과 같은 이미지, 영상 처리에 많이 사용되고 RNN은 자연어 처리와 주식, 날씨 예측등 시계열 분석에 사용된다.

3. GAN의 학습 과정을 설명하시오.

- 1. 무작위 노이즈에서 데이터 생성: 완전 랜덤한 값으로 입력받아서 시작한다. 생성자는 이 노이즈를 바탕으로 새로운 이미지를 생성한다.

2. 판별자의 역할: 진짜 데이터와 가짜 데이터를 입력으로 받아 둘을 구분하는 방법을 학습한다.

3. 생성자와 판별자의 경쟁: 생성자는 더 진짜 같은 데이터를 만들기 위해 계속해서 학습을 진행한다. 판별자가 가짜 데이터를 진짜 데이터로 착각할 수 있도록 정교한 데이터를 생성한다. 판별자는 가짜 데이터를 더 잘 구분하기 위해 학습한다. 이렇게 생성자와 판별자가 경쟁하게 된다.

4. 최종 결과: 경쟁이 충분히 진행되면, 진짜와 매우 유사한 데이터를 생성할 수 있게 되고 판별자는 가짜와 진짜를 구분하기 어려워진다.

4. LSTM이 RNN의 장기 의존성 문제를 해결하는 방법을 설명하시오.

- RNN은 이전 상태의 정보를 다음 상태로 넘겨주지만, 데이터가 길어질 수록 과거의 정보가 흐려지게 된다. 따라서 LSTM은 이를 보완하여 데이터를 기억할지 혹은 잊을지 결정한다. 학습한 정보 중에 어떤 정보를 잊을지 결정해 중요하지 않고 유효하지 않은 정보는 망각게이트를 통해 사라지게 된다.

5. 활성화 함수가 딥러닝에서 중요한 이유를 설명하시오.

- 신경망은 뉴런들이 서로 연결되어 있고, 이 뉴런들은 입력값을 받아 처리한 후 출력값을 계산하지만, 선형 관계 만으로는 설명이 되지 않는 복잡한 문제들이 많다. 이를 해결 하기 위해선, 신경망이 비선형성을 가질 필요가 있다. 곡선 형태로 데이터를 처리 할 수 있게 되며 더 복잡한 패턴을 학습할 수 있게 해준다. 활성화 함수는 이러한 비선형성을 신경망에 추가해준다.